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1 Filtrations

Recall:

DEF 21.1 (Filtration) A filtration is a family {F(t) : t ≥ 0} of sub-σ-fields such
that F(s) ⊆ F(t) for all s ≤ t.

We will consider two natural filtrations for BM.

DEF 21.2 Let {B(t)} be a BM. Then we denote

F0(t) = σ(B(s) : 0 ≤ s ≤ t).

Moreover, we let
F+(t) =

⋂
s>t

F0(s).

Clearly F0(t) ⊆ F+(t). The latter has the advantage of being right-continuous,
that is, ⋂

ε>0

F+(t+ ε) = F+(t).

DEF 21.3 (Germ field) The germ σ-field is F+(0).

EX 21.4 Let B(t) be a standard BM and define

T = inf{t > 0 : B(t) > 0}.

Then {T = 0} ∈ F+(0) since

{T = 0} =
⋂
n≥1

{∃0 < ε < n−1, B(ε) > 0}.
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2 Markov property

The basic Markov property for BM is the following.

THM 21.5 (Markov property I) Suppose that {B(t)} is a BM started at x. Let
s ≥ 0. Then the process {B(s + t) − B(s)}t≥0 is a BM started at 0 and is
independent of the process {B(t) : 0 ≤ s ≤ t}, that is, the σ-fields

σ(B(s+ t)−B(s) : t ≥ 0),

and
σ(B(t) : 0 ≤ t ≤ s),

are independent.

Proof: We have already proved that {B(s+ t)−B(s)}t≥0 is a BM started at 0.
Further, recall:

LEM 21.6 (Independence and π-systems) Suppose that G andH are sub-σ-algebras
and that I and J are π-systems (i.e., families of subsets stable under finite inter-
sections) such that

σ(I) = G, σ(J ) = H.
Then G andH are independent if and only if I and J are, i.e.,

P[I ∩ J ] = P[I]P[J ], ∀I ∈ I, J ∈ J .

Note that sets of the form

{ω : B(tj) ∈ Aj , 0 ≤ tj ≤ t, j = 1, . . . , n},

for Aj ∈ B are a π-system generating F0(t). Similarly for σ(B(s + t) − B(s) :
t ≥ 0). Therefore the independence statement immediately follows from the inde-
pendence of increments.

In fact, we can prove a stronger statement:

THM 21.7 (Markov property II) Suppose that {B(t)} is a BM started at x. Let
s ≥ 0. Then the process {B(s + t) − B(s)}t≥0 is a BM started at 0 and is
independent of F+(s).

Proof: By continuity,

B(t+ s)−B(s) = lim
n
B(sn + t)−B(sn),

for a strictly decreasing sequence {sn}n converging to s. But note that for any
0 ≤ t1 < · · · < tj

(B(t1 + sn)−B(sn), . . . , B(tj + sn)−B(sn)),

is independent of F+(s) ⊆ F0(sn) and so is the limit.
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3 Applications

As a first application, we get the following.

THM 21.8 (Blumenthal’s 0-1 law) For any x, the germ σ-field F+(0) of a BM
started at x is trivial.

Proof: Let

A ∈ F+(0) ⊆ σ(B(t) : t ≥ 0) = σ(B(t)− x : t ≥ 0).

By the previous theorem, the two σ-fields above are independent and therefore A
is independent of itself, that is,

P[A] = P[A ∩A] = P[A]2,

or P[A] ∈ {0, 1}.
We come back to our example.

EX 21.9 Let B(t) be a standard BM and define

T = inf{t > 0 : B(t) > 0}.

Then {T = 0} ∈ F+(0) since

{T = 0} =
⋂
n≥1

{∃0 < ε < n−1, B(ε) > 0}.

Hence,
P[T = 0] ∈ {0, 1}.

We show that it is 1 by showing that it is positive. Note that

P[T ≤ t] ≥ P[B(t) > 0] =
1

2
,

for t > 0, by symmetry of the Gaussian. It also follows by continuity that

inf{t > 0 : B(t) = 0} = 0,

almost surely.

An immediate application of Blumenthal’s 0-1 law (by time inversion) is:

THM 21.10 (0-1 law for tail events) Let B(t) be a BM. Then the tail of B, that
is,

T =
⋂
t≥0

G(t) =
⋂
t≥0

σ(B(s) : s ≥ t),

is trivial.
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