Lecture 3 : Martingales: definition, examples

MATH275B - Winter 2012 Lecturer: Sebastien Roch

References: [Wil91, Chapter 10], [Durl0, Section 5.2], [KT75, Section 6.1].

1 Definitions

DEF 3.1 A filtered space is a tuple (2, F,{F,},P) where:

o (Q, F,P) is a probability space

o {F,} is a filtration, i.e.,

FoCFHC---CFo=0(UF,) CF.
where each F; is a o-field.
Intuitively, F; is the information up to time i.
EX 3.2 Let Xo, X1, ... beiid RVs. Then a filtration is given by
Fn=0(Xo,...,Xn), ¥Yn > 0.

Fix (Q, F,{F.},P).
DEF 3.3 A process {W,},>0 is adapted if W,, € F,, for all n.
Intuitively, the value of W, is known at time n.
EX 3.4 Continuing. Let {S,,},>0 where S,, = Zz‘gn X, is adapted.
DEF 3.5 A process {Cy, }n>1 is previsible if Cy, € F,,_1 foralln > 1.
EX 3.6 Continuing. C,, = 1{S,,—1 < k}.
Our main definition is the following.
DEF 3.7 A process { My }n>0 is a martingale (MG) if

o {M,} is adapted

o E|M,| < +oo foralln

o E[M, | Fn-1] = My_1 foralln > 1

A superMG or subMG is similar except that the equality in the last property is
replaced with < or > respectively.
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2 Examples

EX 3.8 (Sums of iid RVs with mean 0) Let
e Xy, X1,...iid RVs integrable and centered with Xo = 0
o F,=0(Xo,...,Xn)
o S, = Zign X;

Then note that E|S,,| < oo by the triangle inequality and

E[Sn ‘ fn—l] = E[Sn—l + Xn ‘ .Fn—l]
= Sn—l + E[Xn] = Sn—l-

EX 3.9 (Variance of a sum) Same setup with 0% = Var[X;] < occ. Define

M, = 52 —no?.
Note that
E[M,| < ZVar[Xi] +no? < 2no? < 400
1<n
and
E[Mn ’fn—l] - E[(Xn + Sn—1)2 — no? |.7:n_1]

= E[X2+2X,S, 1452 | —no?| Fn_1]
o2 +04+ 8%, —no?=M,_4.

EX 3.10 (Exponential moment of a sum; Wald’s MG) Same setup with ¢(\) =
Elexp(AX1)] < +o0 for some X # 0. Define

M, = ¢(N) " exp(A\Sy,).

Note that SO
E|M,| < S0V =1< 4
and
E[My [ Fna] = ¢(A) "Elexp(A(Xn + Sn-1)) | Fr—1]

= o(A) "exp(ASp—1)d(\) = Mp_1.
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EX 3.11 (Product of iid RVs with mean 1) Same setup with Xg =
and E[X1] = 1. Define
M, =[] X

i<n
Note that
E|M,| =1

and
E[Mn ’ Jrn—l] = Mn—lE[Xn ’ Jrn—l] = Mn—l-

EX 3.12 (Accumulating data; Doob’s MG) Let X € L(F). Define

M, = E[X | F,].
Note that
E|M,| < E|X]| < +oo,
and
E[My | Fnoa] = E[X [ Fno1] = M,
by (TOWER,).

1, X;

>

0

EX 3.13 (Eigenvalues of transition matrix) Recall that a MC on a countable E

is:
o {pitier {p(i,J)}ijeE
e Y(i,n) ~ p(i,-) (indep.)
o Zy~pand Zy, =Y (Zy_1,n).

Suppose f 1 E — Ris s.t.

> " pli,4)F(G) = Af(@), Vi,

J
with B|f(Z,)| < +oo for all n. Define
M, = X""f(Z,).

Note that
E[M,| < +oo,
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and
E[M | Fna]l = ATE[f(Zn) [ Fri]
= A p(Zar ) G)
J
= AN "X f(Zn-1) = My—.
EX 3.14 (Branching Process) Recall that a branching process is:
e X(i,n),i>1andn > 1, iid with mean m
o Zo=1land Zp =3 ;.5  X(i,n)

Note that for f(j) = j we have

> o6, §)i = mi,

J

so that M,, = m™"Z, is a MG.

Further reading

Comments on harmonic functions in [Durl0, Seciton 5.2].

Next class

Stopping times and betting systems [Dur10, Section 5.2].
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