
Lecture 7 : Martingales bounded in L2

MATH275B - Winter 2012 Lecturer: Sebastien Roch

References: [Wil91, Chapters 0, 12], [Dur10, Section 4.4], [AN72, Section I.6].

1 Preliminaries

DEF 7.1 For 1 ≤ p < +∞, we say that X ∈ Lp if

‖X‖p = E[|Xp|]1/p < +∞.

By Jensen’s inequality, for 1 ≤ p ≤ r < +∞ we have ‖X‖p ≤ ‖X‖r if X ∈ Lr.

Proof: For n ≥ 0, let
Xn = (|X| ∧ n)p.

Take c(x) = xr/p on (0,+∞) which is convex. Then

(E[Xn])
r/p ≤ E[(Xn)

r/p] = E[(|X| ∧ n)r] ≤ E[|X|r].

Take n→∞ and use (MON).

DEF 7.2 We say that Xn converges to X∞ in Lp if ‖Xn − X∞‖p → 0. By the
previous result, convergence on Lr implies convergence in Lp for r ≥ p ≥ 1.

LEM 7.3 Assume Xn, X∞ ∈ L1. Then

‖Xn −X∞‖1 → 0,

implies
E[Xn]→ E[X∞].

Proof: Note that

|E[Xn]− E[X∞]| ≤ E|Xn −X∞| → 0.

DEF 7.4 We say that {Xn}n is bounded in Lp if

sup
n
‖Xn‖p < +∞.
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2 L2 convergence

THM 7.5 Let M be a MG with Mn ∈ L2. Then M is bounded in L2 if and only if∑
k≥1

E[(Mk −Mk−1)
2] < +∞.

When this is the case, Mn converges a.s. and in L2.

Proof:

LEM 7.6 (Orthogonality of increments) Let s ≤ t ≤ u ≤ v. Then,

〈Mt −Ms,Mv −Mu〉 = 0.

Proof: Use Mu = E[Mv | Fu], Mt −Ms ∈ Fu and apply the L2 characterization
of conditional expectations.

That implies

E[M2
n] = E[M2

0 ] +
∑

1≤i≤n
E[(Mi −Mi−1)

2],

proving the first claim.
By monotonicity of norms, M is bounded in L2 implies M bounded in L1

which, in turn, implies M converges a.s. Then using (FATOU) in

E[(Mn+k −Mn)
2] =

∑
n+1≤i≤n+k

E[(Mi −Mi−1)
2],

gives
E[(M∞ −Mn)

2] ≤
∑
n+1≤i

E[(Mi −Mi−1)
2].

The RHS goes to 0 which proves the second claim.

3 Back to branching processes

THM 7.7 Let Z be a branching process with Z0 = 1, m = E[X(1, 1)] > 1
and σ2 = Var[X(1, 1)] < +∞. Then, Mn = m−nZn converges in L2, and in
particular, E[M∞] = 1.
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Proof: From the orthogonality of increments

E[M2
n] = E[M2

n−1] + E[(Mn −Mn−1)
2].

On {Zn−1 = k}

E[(Mn −Mn−1)
2 | Fn−1] = m−2nE[(Zn −mZn−1)2 | Fn−1]

= m−2nE[(
k∑
i=1

X(i, n)−mk)2 | Fn−1]

= m−2nkσ2

= m−2nZn−1σ
2.

Hence
E[M2

n] = E[M2
n−1] +m−n−1σ2.

Since E[M2
0 ] = 1,

E[M2
n] = 1 + σ2

n+1∑
i=2

m−i,

which is uniformly bounded when m > 1. So Mn converges in L2. Finally by
(FATOU)

E|M∞| ≤ sup ‖Mn‖1 ≤ sup ‖Mn‖2 < +∞

and
|E[Mn]− E[M∞]| ≤ ‖Mn −M∞‖1 ≤ ‖Mn −M∞‖2,

implies the convergence of expectations.
In a homework problem, we will show that under the assumptions of the previ-

ous theorem
{M∞ = 0} = {Zn = 0, for some n},

and
P[M∞ = 0] = π,

the probability of extinction.

EX 7.8 (Geometric Offspring) Assume

0 < p < 1, q = 1− p, pi = pqi, ∀i ≥ 0, m =
q

p
.

Then
f(s) =

p

1− sq
, π = min{p

q
, 1}.
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• Case m 6= 1. If G is a 2× 2 matrix, denote

G(s) =
G11s+G12

G21s+G22
.

Then G(H(s)) = (GH)(s). By diagonalization,(
0 p
−q 1

)n
= (q − p)−1

(
1 p
1 q

)(
pn 0
0 qn

)(
q −p
−1 1

)
leading to

fn(s) =
pmn(1− s) + qs− p
qmn(1− s) + qs− p

.

In particular, when m < 1 we have π = lim fn(0) = 1. On the other hand,
if m > 1, we have by (DOM) for λ ≥ 0

E[exp(−λM∞)] = lim
n
fn(exp(−λ/mn))

=
pλ+ q − p
qλ+ q − p

= π + (1− π) (1− π)
λ+ (1− π)

.

The first term corresponds to a point mass at 0 and the second term corre-
sponds to an exponential with mean 1/(1− π).

• Case m = 1. By induction

fn(s) =
n− (n− 1)s

n+ 1− ns
,

so that
P[Zn > 0] = 1− fn(0) =

1

n+ 1
,

and

E[e−λZn/n |Zn > 0] =
fn(e

−λ/n)− fn(0)
1− fn(0)

→ 1

1 + λ
,

which is the Laplace transform of an eponential mean 1. This is consistent
with E[Zn] = 1.
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