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References: [SS03, Chapter 8].

1 Consistency

A natural property of statistical estimators is the following:

DEF 9.1 (Consistency) Let Λ = {λθ}θ∈Θ be a family of distributions parametri-
zed by θ ∈ Θ. We say that a sequence of estimators {θ̂n}n≥0 of θ, where θ̂n is based
on n i.i.d. samples from λθ, is consistent if, under λθ, θ̂n converges in probability
to θ.

Clearly, identifiability is necessary for consistency to hold.
We fix X = [n]. Although the consistency results we discuss here hold more

generally, we illustrate them on the CFN model for simplicity. Further, since MCTs
(under the assumptions of positive root distribution and non-zero determinant tran-
sition matrices) are identifiable up to the root placement, we root the tree arbitrarily
at leaf 1.

DEF 9.2 (CFN Model) A CFN model is an MCT (T ,P, µρ) on C = {0, 1} with
symmetric transition matrices with positive determinant and uniform µρ. In par-
ticular, each transition matrix P e = P̄ e is characterized by a single parameter
0 < pe < 1/2, the mutation probability along edge e.

Applying the log-det formula, we define the branch length of an edge as

we = − log(1− 2pe).

Maximum parsimony. A classical result of Felsenstein [Fel78] implies that par-
simony is not consistent.

THM 9.3 (MP is Not Consistent) Maximum parsimony is not consistent.
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Proof: Take n = 4 and consider the quartet tree q = 12|34. Denoting by em the
middle edge and by ex the edge incident to φ(x), define

pe1 = pe3 =
1

2
− ε, pe2 = pe4 = pem = ε,

with ε > 0 (small). For A ⊆ X\{4}, let p̄A be the probability that the character
observed under the CFN model on q corresponds to the splitA|X\A. The expected
parsimony score of q is

1− p̄∅ + p̄{1,3} + p̄{2,3},

since all characters can be explained with a single mutation except for {1, 3}|{2, 4}
and {2, 3}|{1, 4}. Similarly, the expected parsimony score of q′ = 13|24 (for a
sample generated under q with the parameters above) is

1− p̄∅ + p̄{1,2} + p̄{2,3}.

But note that as ε→ 0

p̄{1,3} =
1

4
+O(ε),

and
p̄{1,2} = O(ε),

so that q′ has a smaller expected score. By the law of large numbers, with proba-
bility one the wrong tree will eventually be chosen. The phenomenon underlying
this example is known as long-branch attraction.

Maximum likelihood. In the maximum likelihood (ML) problem, we are look-
ing for a tree T̂ = (T̂ , φ̂) with T̂ = (V̂ , Ê) rooted at leaf φ̂(1) and edge mutation
parameters P̂ = {p̂e}e∈Ê , so that the log-likelihood, that is, the logarithm of the
probability of observing the samples Ξ = {Ξ1

X , . . . ,Ξ
k
X} under (T̂ , P̂),

L(Ξ | T̂ , P̂) =
k∑
i=1

L(ΞiX | T̂ , P̂)

is maximized, where each term in the sum is the log-likelihood of a single sample.

THM 9.4 (Consistency of ML. See [Cha96] for details.) Under the CFN model,
ML is consistent.

Proof:(Sketch) The consistency of ML follows from a standard argument appeal-
ing to the identifiability of the model, the law of large numbers applied to the
log-likelihood, the continuity of the log-likelihood, and the non-negativity of the
Kullback-Leibler divergence (which follows from Jensen’s Inequality).
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LEM 9.5 (Information Inequality. See [CT91].) Let µ, ν be (stricly positive) prob-
ability distributions on a finite set S. The Kullback-Leibler divergence between µ
and ν is defined as

D(µ||ν) =
∑
α∈S

µ(α) log
µ(α)

ν(α)
.

Then, D(µ||ν) ≥ 0 with equality if µ ≡ ν.

Distance methods. Most reasonable distance methods are consistent. We give
one example. Recall that the log-det distance is given by:

DEF 9.6 (Logdet Distance) For a, b ∈ X , let P ab be defined as follows

∀α, β ∈ C, P abα,β = P[Ξφ(b) = β |Ξφ(a) = α].

The logdet distance between a and b is the dissimilarity map

δ(a, b) = −1

2
log det[P abP ba].

In the case of the CFN model, we have

P ab =

(
1− pab pab

pab 1− pab,

)
where pab is probability that the states at a and b differ—in particular, pab = pba.
Hence

−1

2
log det[P abP ba] = −1

2
log[det(P ab)2] = − log[1− 2pab].

For q = ab|cd, define

δ(q) =
1

2
[δ(a, c) + δ(b, d)− δ(a, b)− δ(c, d)].

Recall that, if δ is a tree metric (as is the case for the log-det distance), then among
all 4-tuples over X ′ = {a, b, c, d} δ(q) takes three possible values

δ(q) ∈ {we0 , 0,−we0}, (1)

where e0 is the middle edge of T |X ′.
Consider the following algorithm.
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• For all a, b ∈ X distinct, let

p̂ab =
1

k

k∑
i=1

1{Ξia 6= Ξib}.

and
δ̂(a, b) = − log[1− 2p̂ab].

(Make the last quantity +∞ if the term inside the log is negative.)

• Set Q = ∅.

• For all a, b, c, d ∈ X distinct,

– Setting X ′ = {a, b, c, d}, let

xy|wz = arg max{δ̂(xy|wz) : x, y, w, z ∈ X ′ distinct},

where δ̂(q) is defined similarly to δ(q) above.

– Add xy|wz to Q.

• Apply the Strong Quartet Evidence algorithm to Q to recover T .

Clearly, by (1), if we were to run the algorithm above with δ rather than δ̂, the
correct tree T would be reconstructed. However, δ̂ is only an approximation of δ.
By the strong law of large numbers, this approximation gets arbitrarily better as
k →∞ with probability 1. The consistency of the algorithm then follows from the
following inequality:

max
q
|δ(q)− δ̂(q)| ≤ 2 max

a,b
|δ(a, b)− δ̂(a, b)| < 1

2
min
e
we ≡

1

2
w∗,

with probability 1 for all sufficiently large k.

General Models. The results we discussed here extend beyond the CFN model
(under approrpiate assumptions). See for instance [Cha96, DMR09].
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